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Abstract: The present study explores the cloud microphysics (MPs) impact on the simulation of
two convective rainfall events (CREs) over the complex topography of Andes mountains, using the
Weather Research and Forecasting- Advanced Research (WRF-ARW) model. The events occurred
on December 29 2015 (CRE1) and January 7 2016 (CRE2). Six microphysical parameterizations
(MPPs) (Thompson, WSM6, Morrison, Goddard, Milbrandt and Lin) were tested, which had been
previously applied in complex orography areas. The one-way nesting technique was applied to
four domains, with horizontal resolutions of 18, 6, and 3 km for the outer ones, in which cumulus
and MP parameterizations were applied, while for the innermost domain, with a resolution of
0.75 km, only MP parameterization was used. It was integrated for 36 h with National Centers
for Environmental Prediction (NCEP Final Operational Global Analysis (NFL) initial conditions
at 00:00 UTC (Coordinated Universal Time). The simulations were verified using Geostationary
Operational Environmental Satellites (GOES) brightness temperature, Ka band cloud radar, and
surface meteorology variables observed at the Huancayo Observatory. All the MPPs detected the
surface temperature signature of the CREs, but for CRE2, it was underestimated during its lifetime in
its vicinity, matching well after the simulated event. For CRE1, all the schemes gave good estimations
of 24 h precipitation, but for CRE2, Goddard and Milbrandt underestimated the 24 h precipitation
in the inner domain. The Morrison and Lin configurations reproduced the general dynamics of the
development of cloud systems for the two case studies. The vertical profiles of the hydrometeors
simulated by different schemes showed significant differences. The best performance of the Morrison
scheme for both case studies may be related to its ability to simulate the role of graupel in precipitation
formation. The analysis of the maximum reflectivity field, cloud top distribution, and vertical
structure of the simulated cloud field also shows that the Morrison parameterization reproduced the
convective systems consistently with observations.

Keywords: WRF-ARW model; cloud microphysics parameterization; Ka band radar; complex
orography; central Andes

1. Introduction

The study of storms producing occasional rainfall and hail in the valleys of the central Andes is
difficult, as it results from the interaction of flows from the Amazon and the Pacific at different levels,
modulated by local complex orography conditions [1,2]. Particularly, in the area of the Mantaro Valley,
the tropical conditions influenced by the easterly warm and humid wind from the Amazon, added to a
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strong heating of the soil during the afternoon hours, propitiate the convective lift, strongly interacting
with local circulation, as a factor of an increase in convective development [3,4].

The Mantaro basin is surrounded by the central Andes of Peru, with altitudes of up to more than
5300 m. It has great economic and social importance for having a rich agriculture, as well as water
resources, of considerable weight in the generation of electricity and the supply of drinking water.
This favors the presence of numerous urban centers in the region, highlighting the city of Huancayo,
located in the valley [5,6]. Sulca et al. [4] studied the meteorological conditions causing the occurrence
of continuous periods with or without rainfall for the Mantaro basin, noticing that the anomalies of
the easterly winds at higher levels are not always enough to produce periods of rain in the basin. In
addition to this, the low level circulation from the southeast of the mountain range must provide
an additional factor to guarantee the necessary orographic forcing to maintain significant periods of
rain. From the conclusions of this work, it is inferred that an investigation of the factors influencing
the development of precipitation in the Mantaro basin requires the application of tools that allow a
deepening of the complex interactions involved. The Weather Research and Forecasting (WRF) model,
in its advanced research variant (ARW) [7], is one of the main tools for the study of the mechanisms
of the development of convection and the internal structure of storms in the valley, as well as for
precipitation forecasting. The right configuration of the model, according to the conditions of the
domain, is fundamental to achieve successful simulations, as has been shown for different parts of the
world with diverse meteorological conditions [8–16].

Rajevan et al. [9] conducted a sensitivity study on the ability of WRF to reproduce the characteristics
of a convective storm in southern India. They applied four microphysical parameterizations, among
them the original version of Thompson’s scheme [17], with single predicted moments, which turned
out to be the most effective. More recently, Orr et al. [15] studied the impact of four microphysics
parameterization schemes on rain forecast and concentrations of different types of hydrometeors, for
the Himalayan region. This work showed the good performance of Morrison’s scheme [18,19], and to a
lesser extent, from the second version of the Thompson scheme [20] in complex orography conditions.
Morrison also showed a good performance in reproducing rainfall in a simulation of a pre-monsoon
convective storm, over the foothills of the Himalaya, Nepal, in the study by Shrestha et al. [13], who
applied a configuration of WRF with an inner nested domain of a 3 km resolution. Using a similar
resolution (4 km) to investigate the impact of microphysical parameterization in the simulation on an
extreme precipitation event in the Himalaya, with a unique domain configuration, Karki et al. [16] found
that the Thompson scheme [20] gave the best rainfall estimation. The schemes of Milbrandt-Yau [21,22]
and Thompson were among the best performing in the simulations of the extreme rain event that
caused flooding in California in 1997 [12]. Milbrandt and Morrison also provided good results in [11].

Moya et al. [23] developed a sensitivity study on different microphysics, cumulus, and boundary
layer parameterizations for short- and medium-term precipitation forecast in the Central Andes of
Peru, focusing on the Mantaro basin, for a set of three nested domains, (18, 6, and 3 km). This domain
configuration has been further discussed and augmented in [24] and applied to extreme precipitation
forecasting in the Central Andes in [25]. The tested configurations were Thompson [20], Lin [26],
and Morrison [18,19] As a result, a configuration of the model was recommended, based on the
minimization of statistical estimators of agreement with precipitation observations.

A sensitivity test using seven different MPPs for two nested domains at a 9 km and 3 km resolution
was developed by Comin et al. [27] using WRF. They showed that WSM6 performs better over the
highly complex topography of the Southern Andes of Chile for an extreme snowfall event, if boundary
and initial conditions are taken from National Centers for Environmental Prediction (NCEP) Final
Operational Global Analysis (NFL), When using ERA Interim [European Centre for Medium-Range
Weather Forecasts (ECMWF) Re-Analysis] as driving data, the Goddard scheme [28,29] performed
best. In another recent investigation [30], also for the Chilean Andes, three WRF MP parameterizations
(MPPs) were tested for precipitation forecasting for three nested domains, with horizontal resolutions
of 81, 54, and 9 km, finding the best results for the single-moment MPP WSM6 [31].



Atmosphere 2019, 10, 442 3 of 29

Flores-Rojas et al. (2019) [32] analyzed the dynamical mechanisms of the formation and
development of three rainfall events in the Mantaro basin using three nested WRF domains, with
horizontal resolutions 18, 6, and 2 km, with NCEP Global Final Analysis (FNL) data as boundary
conditions and Lin as the microphysics scheme. The Advanced Regional Prediction System (ARPS)
was used in an inner domain with a resolution of 0.5 km to investigate the microphysical composition
of the systems, using the Schultz microphysical parameterization [33]. The events developed under
the influence of the interaction of moisture fluxes from the Pacific Ocean and the thermally induced
moisture fluxes coming from the South American low level jet at the east side of the Andes. The
possibility of generation of inertial gravity waves in the Amazon basin was shown, creating conditions
for intensification of convective cloud systems in the Mantaro valley.

The present paper is focused in the impact of the choice of microphysical scheme in the WRF
reproduction of the structure of two cloud systems producing precipitation in the region of the Mantaro
Basin. The conditions and dynamical mechanisms of development of these systems were discussed
by Flores-Rojas et al. (2019) [32], so that in this paper, we aimed to analyze the detailed evolution of
the systems and its microstructure by applying six different microphysical parameterization schemes.
The WRF performance in reproducing and forecasting precipitation characteristics in the region was
previously investigated by Moya et al. [23–25], by applying a similar domain configuration, but in
this paper, an inner domain was introduced, covering the Mantaro Valley, with a 750 m resolution.
The convective rainfall events (CREs) occurred in the afternoons of December 29 2015 (CRE1) and
January 7 2016 (CRE2), and can be considered as typical of the Central Andes region. The CREs were
documented with the observations of the Huancayo Observatory (HYO) and satellite databases.

2. Model and Data

The simulations were carried out using the WRF_ARW V. 3.7. model. The initial and boundary
conditions were taken from the “Global Operational Analysis” of the National Center of Environmental
Prediction (NCEP), final analysis FNL (https://rda.ucar.edu/datasets/ds083.2/), every 6 h, with a
horizontal resolution of 1◦. The analysis contains surface data and 26 mandatory levels. The included
variables are surface pressure, sea level pressure, geopotential height, temperature, sea surface
temperature, soil parameters, ice layer, relative humidity, zonal and meridional wind components, and
vertical wind velocity. The SRTM digital elevation model NASA/NGA (Shuttle Radar Topography
Mission [34] (https://dds.cr.usgs.gov/srtm/version2_1/)) at a 90 m resolution was used for topography.

Four domains were nested, whose characteristics are specified in Table 1, by applying the one-way
nesting technique. The set of domains was designed following our previous paper [23], wherein three
nested domains were used (18, 6, and 3 km), but including in this case, a fourth inner nested domain,
with a resolution of 750 m, covering the Mantaro valley and its bordering mountain slopes (Figure 1a).
The analysis of the evolution of the structure of the cloud systems was focused on this domain. The
MPPs tested in this paper were those applied in [25], complemented by three more schemes that were
recently used in similar orographic conditions.

Contour lines of the inner domain are shown in more detail in Figure 1b. The simulation period
was 36 h for each experiment, extending from 00:00 UTC of January 7 2016 (19 LST of January 06) to
12:00 UTC the next day (07 LST of January 8), leaving approximately 12 h as spin-up time before the
sunrise on the day of interest, so that the compatibility of the atmospheric variables of each of the
interior domains with the boundary conditions of the immediate outer domain was guaranteed well
before the start time of convection.

The Grell and Freitas [35] scheme was applied as convective parametrization, which consists
of a modification of the “ensemble” scheme of Grell and Devenyi [36], explicitly representing the
updraft and downdraft, and including the entrainment and detrainment of water and cloud ice. In
domains 1 to 3, cumulus parameterization was activated, while in high resolution domain 4, only the
microphysical scheme was applied [37,38]. In the case of domain 3, the resolution was higher than the 5
km limit proposed by Gilliand and Rowe [39], but it was decided to include cumulus parameterization,

https://rda.ucar.edu/datasets/ds083.2/
https://dds.cr.usgs.gov/srtm/version2_1/
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following the results of the experiment developed in [25]. For the boundary layer, the YSU (Yonsei
University Scheme) scheme was used [40], and for the surface layer, the MM5 Similarity Scheme [41–46]
was applied.

Table 1. Main parameters of the four nested domains.

Parameter Domain 1 Domain 2 Domain 3 Domain 4

Central point Lat: 10◦ S
Lon: 75◦ W

Lat: 12.26◦ S
Lon: 74.83◦ W

Lat: 12.37◦ S
Lon: 75.03◦ W

Lat: −75.36◦ S
Lon: −11.96◦ W

Horizontal
resolution 18 km 6 km 3 km 0.75 km

Dimensions (XYZ) 115 × 140 × 28 115 × 142 × 28 127 × 163 × 28 113 × 121 × 28

Time step 50 s 16.6 s 8.3 s 2.1 s

Initial and
boundary
conditions

FNL 1.0 × 1.0◦

analysis
WRF output from

Domain 1
WRF output from

Domain 2
WRF output from

Domain 3
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including nine points used below to evaluate the simulated precipitation. 
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Figure 1. (a) Four nested domains whose parameters are described in Table 1. Domain 1 (D1): Perú,
surrounding territories and the next Pacific Ocean. Domain 2 (D2): Central Andes, Domain 3 (D3):
Mantaro river basin. Domain 4 (D4): Mantaro valley, (b) D4 with more details of the orography,
including nine points used below to evaluate the simulated precipitation.

The RRTMG (rapid radiative transfer model) [45] was used as the radiation scheme. The soil
model was the Unified Noah Land Surface Model, which is a result of the collaboration between NCEP,
Air Force Weather Agency (AFWA), the National Center for Atmospheric Research (NCAR), and the
Oregon State University (OSU), coupled to WRF with reasonable performance in its ability to capture
heterogeneity in surface heat fluxes [46].

To test the impact of MPPs in the model and the ability to reproduce the cloud and precipitation
evolution in the case studies, six schemes were applied, three of which had been previously tested
in [23] (Lin [26] and Thompson [20], which are single-moment and Morrison [18,19], which is a two
moment scheme). Considering their success in simulations of precipitation events or precipitation
forecasting in orographic or tropical regions, three more schemes were tested: The two-moment
Milbrandt and Yau scheme [21,22] and the single-moment schemes, Goddard [28,29] and WSM6 [31],
which are associated with good performance in previous work in complex orography situations [11,12]

The single-moment schemes, used in most models up to the first decade of the present century,
consist of equations for transportation and budget balance of each of the types of hydrometeors
present as prognostic variables in the model. Generally, the third order moment is predicted for the
distribution of each hydrometeor, as it is related to its total mass. In this type of parameterization, the
concentrations are fixed a priori or are diagnosed from theoretical or empirical considerations, starting
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from the predicted moment. The latter is a limitation, since in many cases, it is not true that there
is a one-to-one correspondence between the concentration of a type of hydrometeor and its mixing
ratio, because the microphysical processes involve both the union of hydrometeors of the same type,
and the diffusion growth of drops or ice particles from water vapor. These processes can imply the
simultaneous growth of a moment and decrease of another. However, sensitivity studies show the
best results in some cases for two-moment schemes [11,12,15,23], and in other cases for single-moment
ones, as in [9,16,27,29].

In the other three tested schemes, the particle distribution of the hydrometeors is described in
general by means of three-parameter gamma distribution functions:

Ni(D) = N0iDµi e−λi D,

where the index, i, represents the different hydrometeors, and N0, µ, and λ are the parameters of the
distribution. The µ parameter is associated with the form of the distribution. If µ = 0, the distribution
reduces to an exponential.

The different microphysical schemes deal with the determination of distribution parameters
with different approaches and under different assumptions for each of the hydrometeors. The
Thompson scheme [20] applied in this work is an improved version of the one-moment Thompson [17]
parameterization, including improvements in both the physical processes and the calculation scheme.
The assumed distribution of snow size depends on both the water and ice contents and temperature. It
is represented as a sum of the exponential and gamma distributions and does not assume sphericity
for snow particles. It also includes the prediction of cloud ice concentration, so it can be considered as
a two-moment scheme only with respect to ice particles.

In the Milbrandt-Yau scheme, the mixing ratios and the concentrations of six types of hydrometeors
are predicted separately: Cloud drops, cloud ice, raindrops, snow, graupel, and hail. For each type
of hydrometeor, No and λ are predicted and the shape parameter is diagnosed, based on physical
considerations, from the volumetric mean diameter, which is in turn obtained as a function of the other
two parameters of the distribution.

Morrison’s scheme [18,19] is also double-moment, predicting the mixing ratios and concentrations
of five types of hydrometeors: Cloud drops, cloud ice, snow, rain, and graupel. The shape parameter
of the droplet gamma distribution is diagnosed, being bounded to dimensions that guarantee that
the dispersion of the distribution remains within realistic limits. The scheme uses expressions for the
calculation of homogeneous and heterogeneous nucleation processes as a function of temperature and
supersaturation, based on Kohler’s theory [37]. For the calculation of the vertical velocity, an algorithm
is used for which the sub-grid component is parameterized in terms of the turbulent diffusivity and
mixing length. The droplet concentration is calculated from a quasi-stationary saturation adjustment
algorithm, while the excess saturation feeds a non-stationary vapor deposition algorithm, allowing
the growth of the ice crystals. The form parameter is fixed to zero for the rest of hydrometeors,
including raindrops.

For the verification of the simulations, the measurements of the instruments of the Laboratory
of Atmospheric Microphysics and Radiation (LAMAR) of the Geophysical Institute of Peru, and the
Huayao meteorological station of the National Meteorological and Hydrological Service (SENAMHI),
both located in the Huancayo Observatory (HYO) [12◦02′18” S (12.04◦ S), 75◦19′22” W (75.32◦ W),
3350 mamsl; UTC-5] were used. Radar MIRA 35-C, with a frequency of 34.85 GHz (wavelength of
8.6 mm), range resolution of 31 m, and temporal resolution of 5.6 s, is a polarimetric ka band, static
Doppler radar directed vertically upwards, allowing registration of the reflectivity and vertical velocity
profiles of the cloud and precipitation particles, as they move over the radar. It has a minimum valid
height of measurement of 200 m a.g.l. and a beam width of 0.6◦ and high sensitivity, which allows
detection of the reflectivity in the clouds before and during the development of precipitation, even if
its relatively high attenuation for precipitation sized particles limits the accuracy of the reflectivity
profile at medium and high levels in the case of high rainfall rates.
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The general distribution of cloudiness was estimated from the brightness temperature of the
infrared channel of the NOAA GOES satellite (National Oceanic and Atmospheric Administration,
USA. Geostationary Operational Environmental Satellite; https://goes.gsfc.nasa.gov/), with a temporal
resolution of 30 minutes and a spatial resolution of 4 km. The space-temporal rainfall distribution was
estimated from the TRMM 3 hourly rainfall product, 3B42 [47] and the daily rainfall of the Climate
Hazards Group Infrared Precipitation with Station gridded data set [48], also with 4 km resolution.

3. Results and Discussion

3.1. Description of the Rainfall Events and Their Conditions of Development

3.1.1. Evolution of Cloud Systems

To describe the general behavior of cloudiness on the dates of interest, the 3 h surface rainfall
provided by the Tropical Rainfall Measuring Mission program (TRMM-3B42 product) [47] from 12:00
UTC (07 LST) to 06:00 UTC (01 LST) on the next day was used. Figure 2a shows the evolution of 3 h
rainfall accumulated for a window over the Mantaro Basin on December 29 2015 (upper panels) and
January 7 2016 (lower panels). The 12 h accumulated rainfall distribution over the basin for the two
case studies in the period of convection of each of the study days is shown in Figure 2b. The brightness
temperature observed from the infrared channel of the NOAA GOES satellite (National Oceanic and
Atmospheric Administration, USA) of a space resolution of 4 km and a time resolution of 30 min
was used to follow the evolution of the cloud systems developing in the basin and its neighborhood
(Figure 3).

The occurrence of extended light rainfall surrounding convective cells can be noticed for December
29 2015 in the GOES data, since the morning hours at the west of the basin. Dissipation occurred
between 15:00 and 18:00 UTC, and further intensification in the afternoon, as shown in the 21:00 and
00:00 UTC fields, where a strong convective cell can be seen in the basin, reaching the west border of the
valley, and dissipating before 03:00 UTC. Convective cells were observed in the valley since the middle
of the afternoon, immersed in the upper levels of south-eastern flow. They enter the Mantaro basin
from the leeward slopes of the western mountain range, including associated stratiform precipitation.
The presence of high cloud tops over the Mantaro valley can be noticed in the GOES imagery from
21:45 to 23:45, corresponding to CRE1. A convective cell with a brightness temperature of nearly −60
◦C and cloud top of almost 11 km can be noticed over the valley in the 23:15 UTC image, surrounded
by apparently stratiform clouds.

In the afternoon of January 7 2016, two main rainfall events developed in the Mantaro Basin
region, conditioned by the interaction of the orographic flow with the general wind circulation and
solar heating. At 18:00 UTC (13:00 UTC LST), there are rainfall areas at the northern extreme of the
basin, while by the southwestern border, a moderate rainfall band can be observed. The maximum
rainfall rate occurs at 21:00 UTC, with a peak value of ~6 mm/h, which is higher than climatology
(~2 mm/day) and at 00:00 UTC, the rainfall rate has decreased, and the band has moved to the east.
The 12 h accumulated rainfall in most of the basin reached 10 to 15 mm. A convective cloud system
developed since the morning in the eastern border of the basin, fed by moist air from a storm area in
the Amazon. This system can be observed in its maximum development in Figure 3, in the panels of
18:45 UTC and 19:45 UTC, and the 20:45 UTC shows that its remains. However, almost no rainfall
is observed in the basin from this system (Figure 2). On the other hand, also since the middle of the
morning, along the western border of the basin, a line of separate convective cells develops, gradually
covering the boundary of the basin. The 18:45 image shows that, in the afternoon, most of the line
is over the basin, developing and gradually moving to its center, so that at 20:45, the maximum top
height covers the Mantaro valley, corresponding to CRE2 (Figure 3; bottom left panel), with a minimum
brightness temperature reaching −60 ◦C, with cloud top altitudes of more than 11 km. This is consistent
with the extended rainfall maximum observed at 21:00 UTC by TRMM. Afterwards, the rain band
continues moving towards the east, dissipating in the early evening.

https://goes.gsfc.nasa.gov/
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Figure 3. Images of the Geostationary Operational Environmental Satellites GOES infrared channel for
the period of convective development in the area of the Mantaro river basin. The color bar indicates the
brightness temperature and corresponding cloud top height. Time is indicated in the top titles of each
panel. The contours of the basin and the valley are continuous black lines. (a) CRE1 (b) CRE2.

3.1.2. Large Scale Situation

The south-east Pacific subtropical anticyclone (SPSA) is a dominant force in the South Pacific
basin. During the austral summer monsoon (December to March), SPSA intensifies at the coast of
central-southern Chile (35◦ S). Because of subsidence generated by SPSA, arid and stable conditions
prevail along the coasts of northern Chile and southern Peru and extend inland over the western slope
of the Andes [49], which are sensitive to upper level large scale circulation [4]. The Bolivian high (BH)
and the north-east low (NL) system are the main circulations over South America during the austral
summer [50]. Strengthening of BH accelerates the upslope easterly flow at mid and upper levels and
produces 80% of the annual precipitation (350–400 mm) over the central Andes during the austral
summer monsoon. The weakening and strengthening of BH-NL systems is responsible for the creation
of dry and wet spells over the Mantaro basin [4]. The NCEP-NCAR reanalysis data of the geopotential
height show the meteorological situation of both case studies (Figure 4). At low levels (850 hPa),
there is a weak trough extending from the southeast, warming the lower troposphere and facilitating
low-level convergence, while in 200 hPa, Bolivia’s high is well represented, with a large anticyclone
circulation, with divergence at high levels, stimulating convective development in the region.

The synoptic situation at low levels is similar for the two cases. On December 29 2015, low levels
are characterized by very low pressure gradients, which, like on January 7 2016, warm this part of
the troposphere and trigger the circulation of local winds. However, the situation at high levels is
not the same, since Bolivia’s high center is displaced to the north. Here, the fundamental trigger of
convection lies in the intrusion of cold air from the southwest, provided by the trough that extends
from the south, with its axis almost parallel to the coasts of Chile and Peru. Together with the warming
of low levels, this cold air intrusion produces high instability in the region. In both cases, the synoptic
situation is favorable to the occurrence of rainfall on the Mantaro basin. A more detailed discussion of
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the triggering mechanisms and conditions of development of these convective events in the Central
Andes can be found in [32]. Satellite-based climatology of intense rainfall events has shown that in a
favorable large scale situation, such as the Andes topography condition, the geographical locations of
the formation and development of rainfall events over the continent [51].Atmosphere 2018, 9, x FOR PEER REVIEW  10 of 35 
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3.1.3. Radar Records of the Convective Rainfall Events

On December 29 2015, in the 23:15 UTC GOES image (Figure 3), there is a convective core over
the valley, which persists in the next 30 minutes, appearing weakened after an hour in the 00:15 UTC
image. This image corresponds to CRE1. This convective cell appears at the time surrounded by
apparently stratiform clouds. The radar record (Figure 5) showing high reflectivity at low levels (upper
panel) between 23:00 and 23:50 corroborates this. Subsequently, brief periods of intense rainfall and
possibly hail persist in the context of stratiform rain, with the appearance of a bright band at almost 2
km above ground level (a.g.l.), corresponding to nearly 5 km above sea level (a.s.l.). Both phenomena
are also detected in the rain gauge record, where the smaller short duration peaks are consistent with
low rainfall rate accumulation in the bucket and discrete recording, characteristic of stratiform rainfall
(Figure 7). To interpret the ka band radar information, it must be considered that it represents an
average of its measuring volume, enclosed by its beam width of 0.6◦ and its range resolution of 31 m,
and that its precipitation estimation corresponds to its lower valid measuring volume, beginning at
200 m a.g.l.
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Figure 5. Upper panels: Radar reflectivity factor (Ze) observed from the record of the vertically pointed
Ka band radar in HYO. X-axis is time in UTC. The color bar is in dBZ. Lower panels: Doppler vertical
velocity (m/s) measured by the radar.

In the radar record of CRE2, it can be noticed that its convective core did not reach HYO, as the
low Ze values correspond to very low rainfall rates. However, the height of the cloud echo reaches
12 km a.g.l. (nearly14 km a.s.l.) A melting layer at almost the same height as in CRE1 (2 km a.g.l.)
is present during the whole period, with intermittent light precipitation, and a brief interval of high
reflectivity near to 21:00 UTC. Despite the cloud depth, most of the record is not characteristic of a
convective cloud. The radar Doppler vertical velocity is presented in Figure 5 (lower panels), and only
downward (in negative) motion is presented near to the surface, with a sudden increase at the melting
layer. Turbulence, which manifests by a combination of up and downwards velocities, is noticed above,
up to 10 km, between 19:30 and 21:30 UTC. A brief interval of maximum values of both, Ze and vertical
velocity, appears at nearly 21 h with very high velocities (~15 m/s), which are usually related to hail
that could have reached the radar beam carried by a downdraft. This picture is consistent with the
passage over HYO of a peripheral partially stratified sector of a convective system, which extended
approximately from 19:30 to 23:30 hours.

3.2. Simulation of Temperature and Wind Speed

Figure 6 shows the comparison between the time series of the ground-based observations (HYO)
and WRF simulation for surface temperature (in ◦C) (a,c) and average wind speed (m/s) (b,d) for six
MPPs for domain 4, within a 10 km × 10 km box centered in HYO (12.0S, 75.3W) for the two cases
(a,b: CRE1; c,d: CRE2). The observations are at a 1-minute time step, whereas WRF output is every
10 minutes. So, the observations were smoothed by moving averaging every 10-min to match the
simulations. For CRE1, the maximum of the observed surface air temperature (T2m) recorded at
21:10 UTC shows an abrupt change of slope, due to the cooling influence of downdrafts from the
neighboring storm (Figure 6a). The WRF simulations approximately reproduce this behavior with
time shifts of nearly 20 minutes in advance, different across schemes, wherein Morrison, Milbrandt,
and Goddard reproduce the form of the observation time series quite well. The cooling rate in the
observations increases again after the detection of the rainfall, which is reproduced by Morrison, after
the occurrence of the simulated precipitation at 21:50. In the case of wind speed (Figure 6b), the
simulations lay within the range of the variability of the observations, and no specific trend was found.
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For CRE2, the simulated temperature (Figure 6c) shows peaks of less than 18 ◦C for the six schemes,
whereas the observations’ maximum reaches almost 22 ◦C. The observed maximum temperature
occurs at 19:30 UTC, coincident with the beginning of the influence of the storm, as can be seen from
Figure 5. Observed and simulated temperature profiles show a decrease in surface temperature during
the rainfall event because of evaporative cooling affecting the neighborhood of the storm. All the
simulations underestimate the surface temperature during the rainfall event (between 19:30 UTC to
23:30 UTC), matching better after the event, especially in the cases of Morrison and WSM6, and with
some overestimation in the rest of the configurations. As for CRE1, the simulated and observed wind
speed (Figure 6d) show similar trends in the observed and simulated wind profiles.
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Figure 6. Time series of observed and simulated air surface temperature at 2 m and surface wind
speed for six microphysics schemes for CRE1 and CRE2. The observations were made in HYO and the
simulations represent the average of a 10 × 10 km box, centered in HYO. (a) Temperature, CRE1; (b).
Wind speed, CRE1; (c). Temperature, CRE2; (d). Wind speed, CRE2.

3.3. Rainfall Characteristics: Simulations and Data

To investigate whether the model can reproduce the precipitation consistently with the available
data, eight points around HYO were interpolated from the model output to obtain the rainfall simulated
by the model not for a fixed point, but for a more diffused region (Figure 1b). Figure 7 shows the
time series of observed and simulated rainfall. The dotted lines indicate the rain gauge (red) and
ground-based radar (blue) observations, whereas solid lines show the model output for different MPPs.
CRE1 (Figure 7a) was reproduced in the neighborhood of HYO, roughly an hour in advance of its
detection by the radar and the rain gauge. Morrison, Goddard, WSM6, and Milbrandt reproduced
the rainfall over HYO to some extent, while Thompson and Lin practically failed to reproduce it in
the selected box. Morrison, Milbrandt, and Goddard simulated the precipitation event approximately
from 21:50 to 22:50, while WSM6 reproduced it one hour before. Morrison shows the most significant
precipitation maximum, at 21:10 UTC, 1 h and 30 min earlier than the peak in the observations. A
previous precipitation event was reproduced by the model earlier in the afternoon, which was not
recorded by the instruments, but could have occurred near HYO.

For CRE2 (Figure 7b), the six MPPs are able to reproduce the occurrence of low intensity rainfall
at and near the station, but either in advance or with a time lag relative to the rainfall event. As an
example, Thompson and WSM6 reproduce two weak rainfall events, one before and one after the
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observations (between 20:25 UTC to 22:25 UTC). Morrison reproduces only one rainfall maximum,
nearly 2 h after the peak rainfall in the observations, whereas Goddard reproduces the maximum
rainfall 2 h earlier than the observations. Lin simulated the maximum rainfall nearly 1 h earlier than
the observations. The MPPs either overestimate or underestimate in nearly the same amount the
surface rainfall, compared to observations, except for Milbrandt, which simulates the least rainfall.
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Root mean square errors (RMSEs, (a) and differences (b) between the simulated 24n h total
precipitation results and the reference gridded dataset CHIRPS were calculated. The CHIRPS data
(4 × 4 km) were interpolated into the model’s grid. Figure 8 shows the spatial distribution of RMSE
(a) and the difference (b) between the simulation and CHIRPS data for the six MPPs. For CRE1,
all the schemes show good performance within the valley and the surrounding basin, according to
these criteria, even if WSM6 and Lin show a high RMSE in some limited regions of the basin. The
difference is very low for the central and southern parts of the valley, while in the north, the model
underestimated precipitation in some extent. For CRE2, some of the schemes show high local RMSE
values over mountain areas, and, in general, the error is limited in the valley. The best performing
schemes regarding RMSE are Morrison and Goddard, for which the RMSE is lower than 12 mm for
most of the valley. The spatial field of the difference in 24 h rainfall shows that the model estimations
depend strongly on the MP scheme, as Goddard and Milbrandt show underestimation in the valley
while the rest of the schemes show different degrees of overestimation. The highest errors correspond
to the mountainous areas, as observed by Moya et al. [25]. Morrison and Thompson show the lowest
differences, near to zero in most of the valley. In general, looking at both parameters, and for the two
cases, Morrison seems to be the best performing scheme under the criterion of spatial reproducibility
of the precipitation field.
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3.4. Simulation of Averaged Vertical Velocity

The temporal evolution of the zonally averaged vertical velocity, simulated for six MPPs in
the neighborhood of HYO, is shown in Figure 9 at the 5.1 km WRF output height (a.g.l) within the
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longitudinal belt from −72.4 to −72.5, including HYO. For CRE1, Morrison, Milbrandt, Goddard, and
Lin show intense vertical velocities near the latitude of HYO and the time of occurrence of the storm
shifting southwards from approximately 21:00 to 22:00 UTC, consistent with the time of occurrence
of the observed storm. For CRE2, all the MPPs show the northward propagation of the updraft
zones related with convective activity, but only in the case of Morrison and Lin are the updraft zones
simulated near HYO at the time of the observed event, consistent with the GOES information (Figure 3).
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3.5. Simulation of Hydrometeors in the Mantaro Valley and its Surroundings

Figures 10 and 11 show the time–height evolution of hydrometeors in WRF simulations for a
10 km × 10 km area, centered in HYO, for the 5.1 km WRF output level. The evolution of the graupel
mixing ratio (Qg (g/kg)) is shown in Figure 10, superposed with the contour lines of vertical velocity
in m/s (updraft in red and downdraft in green), for different MPPs. Surface rainfall is also plotted
as a thick red line, related with the right Y axis scale. Both for CRE1 and CRE2, Figure 10 reveals
the importance of graupel in the formation of the surface rainfall, characteristic of convective events,
which is apparent from the correlation of the maximum graupel mixing ratio with maximum rainfall,
consistent with the results of Karki et al. [16] over the central Himalaya. For CRE1, which is a more
intense convective system, this holds only for WSM6, Morrison, and Lin, while for CRE2, Milbrandt
and, to some extent, Goddard show qualitative correlation too. For CRE1, the time of maximum
graupel production and surface rainfall coincides better with the GOES information and with the
radar record for Morrison and WSM6, while Lin reproduced the maximum in advance. In the case of
CRE2, the averaged maximum graupel was reproduced roughly at the same interval of time by the
different schemes.

Figure 11 focuses on the evolution of the mixing ratios of ice (Qi(g/kg): red contours) and snow
(Qs(g/kg): green contours), together with rain water (Qr(g/kg): shaded). Compared to graupel, the
snow maxima show less time correlation with the regions of more intense precipitation, but in the
cases of WSM6, Morrison, and Lin, a significant snow mixing ratio is present in the intervals of
high precipitation, even if the snow content persists after precipitation. This seems to indicate that
the aggregation processes related with snow formation plays an important role in cloud formation,
particularly in the trailing stratiform clouds persisting after convection, along with the riming processes
related with graupel. The ice mixing ratio is generally an order of magnitude less, and its role on
precipitation development in this case is mostly through its participation in the formation of snow.

Figure 12 shows the time and area averaged vertical profiles for six MPPs for different hydrometeors
in domain 4 near the HYO observatory. There are large differences in the simulated vertical profiles of
the mixing ratios of different water species across MPPs. To evaluate the ability of each of the schemes
to produce different types of hydrometeors, the average profiles of the five predicted mixing ratios
in each of the configurations were obtained. The space averaging was performed for a 10 × 10 km
box, and the time averaging was performed for the time interval of the development of the simulated
storms. The diverse relationship between the mixing ratio profiles of the different hydrometeors
across configurations in the middle troposphere is noteworthy. For CRE1, the height of the absolute
maximum of the profiles of graupel (Qg) and snow (Qs) for the six schemes is not very different, at a
height somewhat lower than 6 km, except for Goddard, for which the snow peak is located a little
higher. The profiles of the rest of the hydrometeors is very dependent on the microphysics scheme.
In the case of Thompson, the mixing ratio of hydrometeors, except snow, is very low at all heights,
resulting in low surface precipitation, which may be related to the limitations found in the single
moment schemes [43]. On the other hand, in the two-moment schemes, Morrison and Milbrandt, the
important contribution of graupel and cloud water is observed, which is consistent with the activation
of graupel growth from the riming of supercooled cloud droplets in the presence of updrafts. The good
performance of the Morrison scheme seems to be a consequence of its ability to produce rainwater
(Qr) from cloud water, simulating the coalescence process properly, since the maxima of both mixing
ratios are coincident near 4.5 km, which favors the efficient formation of graupel by riming. For all
schemes, but more markedly for Morrison, a secondary maximum of cloud water and rainwater is
observed at a height of approximately 1 km above the surface, coincident with the zero degree Celsius
isotherm for a large part of domain 4. An apparent deficiency of the Milbrandt scheme for the region
is its inability to reproduce significant concentrations of cloud ice (Qi) in the area near the top of the
clouds, unlike Morrison, which has a clear maximum of this magnitude near 8 km. Probably, the
efficient conversion of cloud ice to snow is the source that allows the reproduction of the snow profile,
which is also valid for Lin. It is remarkable that recent studies in the Himalaya have found that the
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Thompson scheme reproduces best the precipitation features in that region, where snow plays a very
important role. This is only an apparent contradiction with our results, as in both cases, Thompson
produces less graupel than Milbrandt and Morrison, and in the Central Andes, the higher temperatures
propitiate the predominant precipitation formation by the coalescence-riming-graupel mechanism.
Milbrandt does not reproduce the maximum of rainwater at 4.5 km, which implies that the coalescence
process is not represented correctly, preferring the conversion of ice and snow to graupel by the
ice-riming-graupel mechanism, based in the Bergeron-Findeisen process [52]. This may be related with
the lower production of graupel.Atmosphere 2018, 9, x FOR PEER REVIEW  18 of 35 
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Figure 11. Temporal evolution of the average rain mass (shaded) with altitude for convective rainfall
events. Contour lines show the mixing ratio for ice (red) and snow (green) for convective rainfall events.
The averaging area is a 10 × 10 m square centered in HYO. (a) CRE1. (b) CRE2.

Morrison produces the greatest graupel mixing ratio, and its peak attains the greatest height,
near to 4.5 km, while the cloud water and rain water profiles reach their maxima approximately 1 km
below. This suggests an efficient coalescence and riming processes, wherein rain water grows on the
expenses of cloud water and graupel grows from rain water, also feeding the rain water by melting in
the downdrafts. The two-peak structure of the rain water profiles show the relative importance of
the liquid phase and mixed phase mechanisms in rain formation, and in the case of Morrison, both
peaks are well defined. For CRE2, Morrison, Milbrandt, and WSM6 show similar graupel profiles., but
their rainwater profiles show a maximum near to the ground, and the higher peak is very small. In the
case of WSM6, ice and snow peaks are close in height, which suggests an important contribution of



Atmosphere 2019, 10, 442 18 of 29

crystal aggregation processes in rain formation, which is consistent with the formation of less graupel
at high altitudes. On the other hand, the Lin ice and snow profiles show absolute maxima at higher
altitudes, coincident with Morrison, but much less intense, which may be related to their sedimentation
mechanisms. In CRE2, in the case of Milbrandt, the graupel formation is efficient but cloud and rain
water is constrained to the lower layers, while the formation of snow at relatively low levels seems
to limit the ice water content, and as a result, the precipitation formation was limited, conducting to
rainfall underestimation. In the case of Goddard, the ice and snow mixing ratios have high values, but
the rain water is restricted to low heights and the graupel content is relatively low. The snow process is
relatively efficient, but the precipitation formation mechanisms did not grant the correct simulation of
precipitation in the case study.
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Figure 12. Average vertical profile of hydrometeors simulated by WRF model microphysics schemes
for CRE1 (upper panels) and CRE2 (lower panels) for the six tested parameterization schemes.

A detailed verification of the hydrometeor characteristics from WRF simulations is not possible
due to the unavailability of this kind of data from ground-based or satellite measurements. Thus, the
evolution of the simulated hydrometeor fields will be tested for consistency with the GOES estimated
cloud fields. Considering that the coalescence and riming processes conducting the growth of raindrops
and graupel particles is inherent to the development of convective updraft [53], the mixing ratio of
the sum of both hydrometeors will be used as an indicator of the presence of convective cells [54].
Figures 13 and 14 show the spatial evolution of Qg+r for most of the period corresponding with the
detection of rainfall by the radar for both cases (20:00 UTC to 23:00 UTC) using the different MPPs at
the WRF output height of 5.1 km above ground.
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WRF output level of 5.1 km m every 30 min. from 20:00 UTC to 23:00 UTC for CRE1.

For CRE1 (Figure 13), it was found that the model reproduced convective activity in the
neighborhood of the valley with a duration comparable with the observations, even if with a certain
time shift, for the Morrison, Milbrandt, and Lin schemes. Convective systems were simulated within
the time interval from 20:00 to 23:00 UTC, nearly two hours in advance of the observed system,
though its representation differed for the three microphysical schemes. Important differences in cloud
microphysics and dynamics across schemes come out. In the case of Morrison, it reproduces two
convective systems with intense and extended convective cores, approaching the valley from the west
and carrying high Qg+r. The cells at the northwest develop in the western mountains, reaching the
valley in a mature stage, corresponding to the first precipitation peak in Figure 7a, while the cells to the
south east develop mainly on the valley, reaching a maximum Qg+r of more than 6 g/kg, corresponding
to the second group of precipitation peaks in Figure 7a, which can be matched with the observed
rainfall event, with a time advance of nearly an hour. Considering the total water content (not shown),
the system practically covers all the valley, and particularly HYO. Milbrandt also produces an extended
system in the western mountains, but it is less developed than in Morrison and does not approach the
valley, but since 20:20 UTC, a convective cell develops in the valley, which produces some early rainfall,
expands and eventually merges with the system in the mountains. Also, in this case, the inclusion of
snow to the mixing rate (not shown) produces the almost total overcast of the valley in the afternoon
and evening. In the case of Lin, the system is also reproduced, but with less Qg+r and less extension, so
that it does not cover HYO. The advance in the onset of WRF simulated convection and precipitation
relative to the observations with explicit convection was also observed in [9], with coarser resolution,
but was not observed in [16]. Lean et al. [55] developed a series of experiments, including different
cases and resolutions of the Met Office Unified Model, concluding that this problem can be related
with resolution, so that in the present study, it originated in the outer coarser domains, and passed to
the inner domain as a consequence of the nesting process.
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Figure 14. Evolution of the horizontal field of the rainwater + graupel mixing ratio (Qg+r; g/kg) at the
WRF output level of 5.1 km every 30 min. from 20:00 UTC to 23:00 UTC for CRE2.

Although the cross sections of the other vertical levels have been omitted for a lack of space, the
three-dimensional analysis of the model output evidences the existence of convective cores with a deep
vertical structure, developing in the presence of local convergence and carrying significant cloud water,
snow, and graupel content. The simulated system rose over the valley at 21:20 UTC and persisted
until 23:00 UTC, staying on the valley until 22:40 UTC. This is consistent with the observed GOES
imagery. In particular, over the Mantaro Valley, the Morrison scheme produced a clearly convective
cloud, carrying an abundant graupel mixing ratio of more than 4 g kg−1 and updrafts of up to 12 m s−1,
as can be seen from the vertical cross sections shown below.

For CRE2 (Figure 14), all the MPPs produce convective activity over the domain too, but only
WSM6, Morrison, and Lin reproduce the evolution of the cloud field shown by Figure 3 to some
extent, simulating a convective cloud system entering the valley from the south western border and
moving through the north east, covering the valley near or over HYO. In the case of Thompson, it
simulates a system entering the valley from the north east, corresponding to the other system observed
in the GOES imagery, which did not enter the basin, while Milbrandt and Goddard practically did not
produce convection in the valley.

As can be inferred from Figure 7, Figure 10, Figure 11, and Figure 14, for CRE2, the different
configurations reproduce the convective events in different time periods. In the case of WSM6 and
Morrison, with a lag relative to the observations, and in the case of Lin, in advance.

From the above analysis, it follows that the WRF configurations that reproduced the general
horizontal field of convection consistently with the observations for the two cases were Morrison and
Lin, even if in the case of Lin, the system formed was displaced to the north relative to HYO. The
simulated local wind field, conditioning the onset of cloud development for each of these two WRF
configurations, is shown in Figure 15.
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rainfall in the neighborhood of HYO in the CRE1 and CRE2 WRF simulations using the Morrison and
Lin schemes. The color bar is in g/kg and the length arrow below indicates 10 m/s in the wind field of
the figure.

In the case of CRE1, the Morrison configuration developed an extended convective system in the
east of the basin in the afternoon, propagating into the valley and producing graupel and rainwater
at 21:20, more than an hour before the beginning of the radar rainfall event record, as a result of the
convergence triggered by the associated downdraft of its wind system, which eventually developed into
the simulated system over the valley, consistent with the general pattern of convective development
from east to west apparent from the GOES imagery (Figure 3). On the other hand, the onset of Qg+r

occurred in Lin as a result of a quasi-isolated cell, fed by the moisture flow from a system developing
in the right slopes of the basin.

For CRE2, even if the wind field evolution in the early afternoon was similar for the two
configurations, the onset of Qg+r near HYO initiating the development of the convective cloud system
was different. The analysis of the model output of CRE2 showed that Lin produced significant Qg+r

greater than the 0.1 g/kg threshold, implemented in the figure color bar since 19:40 UTC, conditioned
by the convergent flow related with a convective system in the eastern slopes of the surrounding basin.
This is consistent with the beginning of the CRE2 radar trace, but the simulated system did not match
the whole duration of the radar record. The initiation time of Qg+r near HYO for Morrison was only
half an hour before the radar record, but the simulated rainfall on the ground only matched the last
part of the record. The situation is complicated by the existence of two simultaneous systems affecting
the local wind field. Morrison simulated the intense convective system approaching the basin from the
northeast, mainly from 20:00 to 22:30 UTC, and after its decline, began to reproduce the system in the
center of the valley. In the case of Lin, it failed to reproduce the early system in the north, but in the
20:20 cross section, several isolated cells appeared between the northern border and the center of the
valley, while a narrow band was formed in the eastern border, as a result of the convergent orographic
flow, later developing the simulated system reaching HYO. After 21:30, it produced an extension of the
convective zone, merging with a widespread convective system from the bordering mountains.

To describe the evolution of the simulated systems as a whole during the period of maximum
development of both case studies, the horizontal projection field of simulated maximum reflectivity
using the Morrison parameterization is shown in Figure 16, for the time period in which this parameter
attained its maximum in both cases in the neighborhood of HYO. For CRE1, a core of more than
50 dBZ formed at 21:40 UTC at the east of HYO, reaching its maximum extension at 22:00 UTC,
in the neighborhood of the observatory, and slightly weakening in the next 20 min. In the case of
CRE 2, different simulated systems developed in the valley, at different places and times, as the one
penetrating from the western border at nearly 19:00 UTC, reaching 40 dBZ and crossing the valley at
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the north of HYO, but the one attaining maximum reflectivity entered the valley at approximately
22:00 UTC, and attained more than 50 dBZ at the southeast of HYO, crossing the valley in less than
an hour while losing intensity. Both case study simulations are consistent with the observed ka band
radar record, detecting a convective system over the radar for CRE1 and the outskirts of a system
for CRE2. Unfortunately, no scanning meteorological radar data field is available for comparison
with the three-dimensional simulated reflectivity fields, but the maximum reflectivity distributions
are consistent with the positions of the maximum tops in the GOES output, even if with a time shift
(Figure 3).Atmosphere 2018, 9, x FOR PEER REVIEW  27 of 35 
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Figure 16. Horizontal projection of the simulated three-dimensional maximum reflectivity (Zmax) field
using the Morrison parameterization. The upper panels show the evolution of this parameter for CRE1
(2015/12/29) every 20 min in its maximum development period and similarly for CRE2 (2016/01/07) in
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To compare the evolution of the cloud tops simulated by the Morrison configuration with the
GOES satellite pictures shown in Figure 3, horizontal cross sections of the total water mixing ratio
(QT) (including the sum of the five hydrometeors) are plotted in Figure 17 for the WRF output levels
of approximately 6.9, 8.7, and 10.5 km a.g.l. Contour lines within a minimum threshold of 0.2 g/kg
are plotted for the lower levels (red for the cross section at 6.9 km. and black for 8.7 km) and shaded
contours indicate the QT distribution at the upper level of 10.5 km, within a threshold of 0.1 g/kg.
The upper panels indicate the evolution of the highest tops of CRE1 in the HYO neighborhood, and
a second coexisting storm over the north of the valley. At 21:00 UTC, CRE1 shows tops higher than
10.5 km with QT > 0.7 g/kg and at the same time, the system to the north, and the 21:20 and 21:40
cross sections show a process of slow descent of the CRE1 tops while the storm in the north develops
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extended high tops with inner cells of relatively high QT, consistent with convective cells surrounded
by anvil clouds. Both storms persist in the next two cross sections at 22:00 and 22:40 UTC, with tops
higher than 9.7 km and a significant total water mixing ratio. These two high top systems correspond
to an extended red spot over the valley in the 21:45 UTC GOES image, with a brightness temperature
lower than −55 ◦C and corresponding to an approximate cloud top height of 10.5 km, persisting with a
smaller area only at the center of the valley in the 23:15 image. In the case of CRE2 (lower panels of
Figure 16), high cloud tops are simulated by WRF from 18:30 UTC crossing the valley, with cloud tops
higher than 9.7 km at 19:30, when the higher tops have displaced to the eastern boundary of the valley.
High cloud tops are shown at the 20:50 and 21:30 simulated cross sections. The two high cloud top
systems were observed in the GOES imagery (Figure 3), but with a time shift and reversed order, as the
highest cloud tops are observed first in the north of the valley in the 19:45 UTC image as a white spot,
with brightness temperatures lower than −60 ◦C and tops higher than 11 km, and a similar, but more
extended spot was observed over the center of the valley in the 20:45 UTC image.

Atmosphere 2018, 9, x FOR PEER REVIEW  28 of 35 

 

 

Figure 17. Horizontal cross sections of the total water mixing ratio at the WRF output levels of 6.7 km 
(red contour lines), 8.7 km (black contour lines), and 10.5 km (shaded), showing the cloud top 
positions. 

For CRE1 (Figure 18), a vigorous convective system developed, including a rapidly growing cell 
with an updraft of more than 12 m/s at 21:45 UTC (not shown), producing high mixing ratios of cloud 
water and graupel and very fast graupel and rainfall development, producing a rapidly growing cell 
that reached 10.5 km of cloud top height and the maximum graupel mixing ratio of more than 2 g/kg 
at 21:55 UTC, when the vertical velocity decreased below 10 m/s because of the hydrometeor load but 
strengthened again with the liberation of latent heat from graupel formation so that a second vertical 
velocity maximum was attained at 22:10 UTC with the formation of a new cell. It can be seen that the 
cloud develops towards the east, with the growth of cloud water in the updraft at the east of the 
graupel core, while snow is spread all over the horizontal extent of the cloud, and extending itself to 
the east. Figure 19 shows that the vertical cross section of CRE2 reached a maximum vertical velocity 
of 5 m/s, coincident with the development of cloud water and maximum graupel mixing ratio of 1 
g/kg. It can be noticed that in CRE1, cloud water grows at the same time of graupel, which is a sign 
of development, while in CRE2, the growth of graupel partially depleted cloud water, resulting in 
smaller duration of this system relative to CRE1. 
 
 
 
 
 
 
 
 
 

Figure 17. Horizontal cross sections of the total water mixing ratio at the WRF output levels of 6.7 km
(red contour lines), 8.7 km (black contour lines), and 10.5 km (shaded), showing the cloud top positions.

To investigate the characteristics of the simulated updraft–downdraft structure and its relationship
with the vertical distribution of hydrometeors using the Morrison scheme, the model output latitudinal
cross sections at approximately 12◦ S latitude, crossing HYO between 75.65 and 75.2◦ W, were plotted
every 5 min. The plots were reviewed to detect the period of maximum vertical development of the
simulated system in the neighborhood of HYO. Figures 17 and 18 show the cross sections for the times
of the maximum vertical velocity and maximum mixing ratio of graupel plus rain water, as indicators
of the maximum development period of the clouds.

For CRE1 (Figure 18), a vigorous convective system developed, including a rapidly growing cell
with an updraft of more than 12 m/s at 21:45 UTC (not shown), producing high mixing ratios of cloud
water and graupel and very fast graupel and rainfall development, producing a rapidly growing cell
that reached 10.5 km of cloud top height and the maximum graupel mixing ratio of more than 2 g/kg at
21:55 UTC, when the vertical velocity decreased below 10 m/s because of the hydrometeor load but
strengthened again with the liberation of latent heat from graupel formation so that a second vertical
velocity maximum was attained at 22:10 UTC with the formation of a new cell. It can be seen that
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the cloud develops towards the east, with the growth of cloud water in the updraft at the east of the
graupel core, while snow is spread all over the horizontal extent of the cloud, and extending itself to
the east. Figure 19 shows that the vertical cross section of CRE2 reached a maximum vertical velocity
of 5 m/s, coincident with the development of cloud water and maximum graupel mixing ratio of 1
g/kg. It can be noticed that in CRE1, cloud water grows at the same time of graupel, which is a sign
of development, while in CRE2, the growth of graupel partially depleted cloud water, resulting in
smaller duration of this system relative to CRE1.Atmosphere 2018, 9, x FOR PEER REVIEW  29 of 35 
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Figure 18. Vertical distribution of vertical wind velocity and mixing ratios of hydrometeors, Qc , Qg+r, and 
Qs, at two maximum development moments: the time of maximum mixing ratio of graupel + rain water, 
Qg+r (left), and the time of maximum vertical velocity, W (right). Latitudinal cross section at approximately 
12° S latitude, crossing HYO between 5.65 and 75.2° W. WRF output for CRE1 using the Morrison scheme. 

 
 
 
 
 
 
 

Figure 18. Vertical distribution of vertical wind velocity and mixing ratios of hydrometeors, Qc, Qg+r,
and Qs, at two maximum development moments: the time of maximum mixing ratio of graupel + rain
water, Qg+r (left), and the time of maximum vertical velocity, W (right). Latitudinal cross section at
approximately 12◦ S latitude, crossing HYO between 5.65 and 75.2◦ W. WRF output for CRE1 using the
Morrison scheme.
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convective rainfall events in the complex topography of the Andes. The study was conducted using 
six microphysical parametrization schemes to understand the structure and microphysics of 

Figure 19. Vertical distribution of vertical wind velocity and mixing ratios of hydrometeors, Qc, Qg+r,
and Qs, at two maximum development moments: the time of maximum mixing ratio of graupel + rain
water, Qg+r (right), and the time of maximum vertical velocity, W (left). Latitudinal cross section at
approximately 12◦ S latitude, crossing HYO between 5.65 and 75.2◦ W. WRF output for CRE2 using the
Morrison scheme.

4. Conclusions

In the present study, cloud-resolving simulations using WRF-ARW were used to reproduce
two convective rainfall events, which developed in the Mantaro valley. Its main objective was to
examine the impact of the microphysical parameterization scheme to simulate the core properties
of convective rainfall events in the complex topography of the Andes. The study was conducted
using six microphysical parametrization schemes to understand the structure and microphysics of
convective rainfall events over the Mantaro valley and its surrounding mountainous area. The main
characteristics and simulation results are listed below:
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1. During the development of the two convective rainfall events used as case studies, the Mantaro
valley was under the influence of low and medium level flow from the north and northeast. At
the same time, a high-level wind from the Pacific Ocean was flowing over the mountain range of
the central Andes, interacting with the humid flow from the east Amazon and causing instability,
which was higher in the case of CRE1.

2. Ground-based observations show that the most rainfall occurred in the afternoon (after 19:00
UTC) and mainly after 20:00 UTC for CRE2 and after 23:00 UTC for CRE1. The ka band cloud
radar captured the CREs from its early stage, in its central part in the case of CRE1, but only
in its periphery in the case of CRE2. However, both events left their trace in the radar record,
showing significant Ze and vertical velocity profiles, consistent with deep convective clouds
lasting until nearly 02:00 UTC (21 LST) for CRE1 and 23:00 UTC (17 LST) for CRE2. In both cases,
the convective systems coexist in at least part of their time over the radar with stratified rainfall
from the outskirts of the storm, forming an almost continuous bright band.

3. In the case of CRE1, wherein the core of the system passed over the radar, the temperature record
was well reproduced by most of the configurations, particularly by Morrison and Milbrandt. For
CRE2, for which the periphery of the system passed over the radar, all the microphysical schemes
produced underestimation of the surface temperature during the rainfall event, and matched
after the rainfall, showing the temperature drop related with the evaporative cooling effect of
the rainfall.

4. For CRE1, all the schemes give good estimations of 24 h precipitation, with relatively low
RMSE, but for CRE2, Goddard and Milbrandt underestimated the 24 h precipitation in the inner
domain, representative of the valley and its surrounding mountains, while the rest of the schemes
overestimated precipitation. Morrison and Thompson showed the lowest precipitation difference
fields while Morrison and Goddard showed the least root mean square errors, particularly over
the valley.

5. For CRE1, the Morrison, Milbrandt, and Lin configurations reproduced the general dynamics of
the development of cloud systems, but in the case of Lin, it did not reproduce the system over
HYO, so that its comparison with radar and rain gauge data was not possible. Regarding CRE2,
only Morrison, WSM6, and Lin reproduced it. Lin simulated the event in advance and with
shorter duration, while Morrison and WSM6 reproduced it with a one hour lag, but the duration
of the simulated storm was comparable with the radar record and GOES imagery.

6. The vertical profiles of the hydrometeors simulated by different schemes show significant
differences, showing that the best performance of the Morrison scheme for both case studies may
be related to their ability to simulate the role of graupel in precipitation formation.

7. The analysis of the vertical structure of the simulated cloud field shows that the Morrison
parameterization reproduced the convective systems in a way consistent with the observations.

Author Contributions: Conceptualization, D.M.-C., S.K. and A.M.-Á.; Methodology, D.M.-C., S.K., A.M.-Á., and
J.L.F.R.; Software, S.K., A.M.-Á. and E.V.-P.; Validation, A.M.-Á., E.V.-P., J.M.V.-P., and C.D.C.-V.; Formal Analysis:
D.M.-C., S.K. and A.M.-Á.; Investigation, D.M.-C., S.K., A.M.-Á. and J.L.F.R.; Resources, Y.S.-V.; Data Curation,
Y.S.-V., E.V.-P., J.M.V.-P., and C.D.C.-V. Writing-Original Draft, S.K. and D.M.-C. Preparation, D.M.-C. and S.K.;
Writing-Review & Editing, D.M.-C., S.K. and A.M.-Á.; Visualization, D.M.-C. and S.K.; Supervision, Y.S.-V. and
D.M.-C.; Project Administration, Y.S.-V.; Funding Acquisition, Y.S.-V.

Funding: This research, including the use of the, HPC-Linux Cluster, from Laboratorio de Dinámica de Fluidos
Geofísicos Computacionales of the Geophysical Institute of Peru, was funded by the project “MAGNET-IGP:
Strengthening the research line in physics and microphysics of the atmosphere”, financed by the Consejo Nacional
de Ciencia y Tecnología- CONCYTEC, Perú. Agreement No 010-2017-FONDECYT].

Acknowledgments: We are grateful to Anisbel León-Marcos and Alejandro Vichot-Llano, from the Cuban Institute
of Meteorology, for helping in the data processing and plotting of different figures.

Conflicts of Interest: The authors declare no conflict of interest.



Atmosphere 2019, 10, 442 27 of 29

References

1. Junquas, C.; Li, L.; Vera, C.S.; Le Treut, H.; Takahashi, K. Influence of South America Orography on
Summertime Precipitation in Southeastern South America. Clim. Dyn. 2016, 46, 3941–3963. [CrossRef]

2. Junquas, C.; Takahashi, K.; Condom, T.; Espinoza, J.C.; Chavez, S.; Sicart, J.E.; Lebel, T. Understanding the
Influence of Orography on the Precipitation Diurnal Cycle and the Associated Atmospheric Processes in the
Central Andes. Clim. Dyn. 2018, 50, 3995–4017. [CrossRef]

3. Garreaud, R. Multiscale Analysis of the Summertime Precipitation over the Central Andes. Mon. Weather
Rev. 1999, 129, 901–921. [CrossRef]

4. Sulca, J.; Vuille, M.; Silva, Y.; Takahashi, K. Teleconnections between the Peruvian Central Andes and
Northeast Brazil during Extreme Rainfall Events in Austral Summer. J. Hydrometeorol. 2015, 17, 499–515.
[CrossRef]

5. Instituto Geofísico del Perú. Atlas Climático de Precipitación y Temperatura del Aire en la Cuenca
del Río Mantaro: Volumen I. 2005. Available online: https://sinia.minam.gob.pe/documentos/atlas-
climaticoprecipitacion-temperatura-aire-cuenca-rio-mantaro (accessed on 15 February 2019).

6. Silva, Y.; Takahashi, K.; Chávez, R. Dry and wet rainy seasons in the Mantaro river basin (Central Peruvian
Andes). Adv. Geosci. 2008, 14, 261–264. [CrossRef]

7. Skamarock, W.C.; Wang, W.; Klemp, J.B.; Dudhia, J.; Gill, D.O.; Barker, D.M.; Duda, M.G.; Huang, X.;
Powers, J.G. A Description of the Advanced Research WRF Version 3; NCAR Tech Note NCAR/TN-475+STR;
National Center for Atmospheric Research: Boulder, CO, USA, 2008. [CrossRef]

8. Ruiz, J.J.; Saulo, C.; Nogués-Paegle, J. WRF Model Sensitivity to Choice of Parameterization over South
America: Validation against Surface Variables. Mon. Weather Rev. 2010, 138, 3342–3355. [CrossRef]

9. Rajeevan, M.; Kesarkar, A.; Thampi, S.B.; Rao, T.N.; Radhakrishna, B.; Rajasekhar, M. Sensitivity of WRF
Cloud Microphysics to Simulations of a Severe Thunderstorm Event over Southeast India. Ann. Geophys.
2010, 28, 603–619. [CrossRef]

10. Nasrollahi, N.; AghaKouchak, A.; Li, J.; Gao, X.; Hsu, K.; Sorooshian, S. Assessing the Impacts of Different
WRF Precipitation Physics in Hurricane Simulations. Weather Forecast. 2012, 27, 1003–1016. [CrossRef]

11. Mayor, Y.G.; Mesquita, M.D.S. Numerical Simulations of the 1 May 2012 Deep Convection Event over Cuba:
Sensitivity to Cumulus and Microphysical Schemes in a High-Resolution Model. Adv. Meteorol. 2015.
[CrossRef]

12. Tan, E. Microphysics Parameterization Sensitivity of the WRF Model Version 3.1.7 to Extreme Precipitation:
Evaluation of the 1997 New Year’s Flood of California. Geosci. Model Dev. Discuss. 2016. [CrossRef]

13. Shrestha, R.K.; Connolly, P.J.; Gallagher, M.W. Sensitivity of WRF Cloud Microphysics to Simulations of a
Convective Storm Over the Nepal Himalayas. Open Atmos. Sci. J. 2017, 11, 29–43. [CrossRef]

14. Jee, J.B.; Kim, S. Sensitivity Study on High-Resolution WRF Precipitation Forecast for a Heavy Rainfall Event.
Atmosphere 2017, 8, 96. [CrossRef]

15. Orr, A.; Listowski, C.; Couttet, M.; Collier, E.; Immerzeel, W.; Deb, P.; Bannister, D. Sensitivity of Simulated
Summer Monsoonal Precipitation in Langtang Valley, Himalaya, to Cloud Microphysics Schemes in WRF.
J. Geophys. Res. 2017, 122, 6298–6318. [CrossRef]

16. Karki, R.; Hasson, S.; Gerlitz, L.; Talchabhadel, R.; Schenk, E.; Schickhoff, U.; Scholten, T.; Böhner, J. WRF-Based
Simulation of an Extreme Precipitation Event over the Central Himalayas: Atmospheric Mechanisms and
Their Representation by Microphysics Parameterization Schemes. Atmos. Res. 2018, 214, 21–35. [CrossRef]

17. Thompson, G.; Rasmussen, R.M.; Manning, K. Explicit Forecasts of Winter Precipitation Using an Improved
Bulk Microphysics Scheme. Part I: Description and Sensitivity Analysis. Mon. Weather Rev. 2004, 132,
519–542. [CrossRef]

18. Morrison, H.; Curry, J.A.; Khvorostyanov, V.I. A New Double-Moment Microphysics Parameterization for
Application in Cloud and Climate Models. Part I: Description. J. Atmos. Sci. 2005, 62, 1665–1677. [CrossRef]

19. Morrison, H.; Thompson, G.; Tatarskii, V. Impact of Cloud Microphysics on the Development of Trailing
Stratiform Precipitation in a Simulated Squall Line: Comparison of One- and Two-Moment Schemes.
Mon. Weather Rev. 2009, 137, 991–1007. [CrossRef]

20. Thompson, G.; Field, P.R.; Rasmussen, R.M.; Hall, W.D. Explicit Forecasts of Winter Precipitation Using an
Improved Bulk Microphysics Scheme. Part II: Implementation of a New Snow Parameterization. Mon. Weather
Rev. 2008, 136, 5095–5115. [CrossRef]

http://dx.doi.org/10.1007/s00382-015-2814-8
http://dx.doi.org/10.1007/s00382-017-3858-8
http://dx.doi.org/10.1175/1520-0493(1999)127&lt;0901:MAOTSP&gt;2.0.CO;2
http://dx.doi.org/10.1175/JHM-D-15-0034.1
https://sinia.minam.gob.pe/documentos/atlas-climaticoprecipitacion-temperatura-aire-cuenca-rio-mantaro
https://sinia.minam.gob.pe/documentos/atlas-climaticoprecipitacion-temperatura-aire-cuenca-rio-mantaro
http://dx.doi.org/10.5194/adgeo-14-261-2008
http://dx.doi.org/10.5065/D68S4MVH
http://dx.doi.org/10.1175/2010MWR3358.1
http://dx.doi.org/10.5194/angeo-28-603-2010
http://dx.doi.org/10.1175/WAF-D-10-05000.1
http://dx.doi.org/10.1155/2015/973151
http://dx.doi.org/10.5194/gmd-2016-94
http://dx.doi.org/10.2174/1874282301711010029
http://dx.doi.org/10.3390/atmos8060096
http://dx.doi.org/10.1002/2016JD025801
http://dx.doi.org/10.1016/j.atmosres.2018.07.016
http://dx.doi.org/10.1175/1520-0493(2004)132&lt;0519:EFOWPU&gt;2.0.CO;2
http://dx.doi.org/10.1175/JAS3446.1
http://dx.doi.org/10.1175/2008MWR2556.1
http://dx.doi.org/10.1175/2008MWR2387.1


Atmosphere 2019, 10, 442 28 of 29

21. Milbrandt, J.A.; Yau, M.K. A Multimoment Bulk Microphysics Parameterization. Part I: Analysis of the Role
of the Spectral Shape Parameter. J. Atmos. Sci. 2005, 62, 3051–3306. [CrossRef]

22. Milbrandt, J.A.; Yau, M.K. A Multimoment Bulk Microphysics Parameterization. Part II: A Proposed
Three-Moment Closure and Scheme Description. J. Atmos. Sci. 2005. [CrossRef]

23. Moya-Álvarez, A.S.; Martínez-Castro, D.; Flores, J.L.; Silva, Y. Sensitivity Study on the Influence of
Parameterization Schemes in WRF_ARW Model on Short- and Medium-Range Precipitation Forecasts in the
Central Andes of Peru. Adv. Meteorol. 2018. [CrossRef]

24. Moya-Álvarez, A.S.; Martínez-Castro, D.; Kumar, S.; Estevan, R.; Silva, Y. Response of the WRF Model to
Different Resolutions in the Rainfall Forecast over the Complex Peruvian Orography. Theor. Appl. Climatol.
2019. [CrossRef]

25. Moya-álvarez, A.S.; Gálvez, J.; Holguín, A.; Estevan, R.; Kumar, S.; Villalobos, E.; Martínez-Castro, D.; Silva, Y.
Extreme Rainfall Forecast with the WRF-ARW Model in the Central Andes of Peru. Atmosphere 2018, 9, 362.
[CrossRef]

26. Lin, Y.L.; Farley, R.D.; Orville, H.D. Bulk Parameterization of the Snow Field in a Cloud Model. J. Clim. Appl.
Meteorol. 2002, 22, 1065–1092. [CrossRef]

27. Comin, A.N.; Schumacher, V.; Justino, F.; Fernández, A. Impact of Different Microphysical Parameterizations
on Extreme Snowfall Events in the Southern Andes. Weather Clim. Extrem. 2018, 21, 65–75. [CrossRef]

28. Tao, W.-K.; Simpson, J.; McCumber, M. An Ice-Water Saturation Adjustment. Mon. Weather Rev. 1989, 117,
231–235. [CrossRef]

29. Tao, W.K.; Simpson, J.; Baker, D.; Braun, S.; Chou, M.D.; Ferrier, B.; Johnson, D.; Khain, A.; Lang, S.; Lynn, B.;
et al. Microphysics, Radiation and Surface Processes in the Goddard Cumulus Ensemble (GCE) Model.
Meteorol. Atmos. Phys. 2003, 82, 97–137. [CrossRef]

30. Yáñez-Morroni, G.; Gironás, J.; Caneo, M.; Delgado, R.; Garreaud, R. Using the Weather Research and
Forecasting (WRF) Model for Precipitation Forecasting in an Andean Region with Complex Topography.
Atmosphere 2018, 9, 304. [CrossRef]

31. Hong, S.Y.; Lim, J.O.J. The WRF single-moment 6-class microphysics scheme (WSM6). J. Korean Meteorol. Soc.
2006, 42, 129–151.

32. Flores-Rojas, J.L.; Moya-Alvarez, A.S.; Kumar, S.; Martínez-Castro, D.; Villalobos-Puma, E.; Silva, Y. Analysis
of Possible Triggering Mechanisms of Severe Thunderstorms in the Tropical Central Andes of Peru, Mantaro
Valley. Atmosphere 2019, 10, 301. [CrossRef]

33. Schultz, P. An explicit cloud physics parameterization for operational numerical weather prediction.
Mon. Weather Rev. 1995, 123, 3331–3343. [CrossRef]

34. Farr, T.G.; Rosen, P.A.; Caro, E.; Crippen, R.; Duren, R.; Hensley, S.; Kobrick, M.; Paller, M.; Rodriguez, E.;
Roth, L.; et al. The Shuttle Radar Topography Mission. Rev. Geophys. 2007, 45. [CrossRef]

35. Grell, G.A.; Freitas, S.R. A Scale and Aerosol Aware Stochastic Convective Parameterization for Weather and
Air Quality Modeling. Atmos. Chem. Phys. 2014, 14, 5233–5250. [CrossRef]

36. Grell, G.A.; Dévényi, D. A Generalized Approach to Parameterizing Convection Combining Ensemble and
Data Assimilation Techniques. Geophys. Res. Lett. 2002, 29. [CrossRef]

37. Stensrud, D.J. Parameterization Schemes: Keys to Understanding Numerical Weather Prediction Models; Cambridge
University Press: Cambridge, UK, 2011; 480p.

38. Done, J.; Davis, C.A.; Weisman, M. The Next Generation of NWP: Explicit Forecasts of Convection Using the
Weather Research and Forecasting (WRF) Model. Atmos. Sci. Lett. 2004, 5, 110–117. [CrossRef]

39. Gilliland, E.K.; Rowe, C.M. A Comparison of Cumulus Parameterization Schemes in the WRF Model.
In Proceedings of the 21th Conference on Hydrology, 87th AMS Annual Meeting, San Antonio, TX, USA, 13–18
January 2007; Available online: https://ams.confex.com/ams/87ANNUAL/techprogram/paper_120591.htm
(accessed on 20 February 2019).

40. Zhang, D.; Anthes, R.A. A High-Resolution Model of the Planetary Boundary Layer-Sensitivity Tests and
Comparison with SESAME-79 Data. J. Appl. Meteorol. 1982, 21, 1594–1609. [CrossRef]

41. Paulson, C.A. The Mathematical Representation of Wind Speed and Temperature Profiles in the Unstable
Atmospheric Surface Layer. J. Appl. Meteorol. 1970, 9, 857–861. [CrossRef]

42. Dyer, A.J.; Hicks, B.B. Flux-gradient Relationships in the Constant Flux Layer. Q. J. R. Meteorol. Soc. 1970, 96,
715–721. [CrossRef]

http://dx.doi.org/10.1175/JAS3534.1
http://dx.doi.org/10.1175/JAS3535.1
http://dx.doi.org/10.1155/2018/1381092
http://dx.doi.org/10.1007/s00704-019-02782-3
http://dx.doi.org/10.3390/atmos9090362
http://dx.doi.org/10.1175/1520-0450(1983)022&lt;1065:BPOTSF&gt;2.0.CO;2
http://dx.doi.org/10.1016/j.wace.2018.07.001
http://dx.doi.org/10.1175/1520-0493(1989)117&lt;0231:AIWSA&gt;2.0.CO;2
http://dx.doi.org/10.1007/s00703-001-0594-7
http://dx.doi.org/10.3390/atmos9080304
http://dx.doi.org/10.3390/atmos10060301
http://dx.doi.org/10.1175/1520-0493(1995)123&lt;3331:AECPPF&gt;2.0.CO;2
http://dx.doi.org/10.1029/2005RG000183
http://dx.doi.org/10.5194/acp-14-5233-2014
http://dx.doi.org/10.1029/2002GL015311
http://dx.doi.org/10.1002/asl.72
https://ams.confex.com/ams/87ANNUAL/techprogram/paper_120591.htm
http://dx.doi.org/10.1175/1520-0450(1982)021&lt;1594:AHRMOT&gt;2.0.CO;2
http://dx.doi.org/10.1175/1520-0450(1970)009&lt;0857:TMROWS&gt;2.0.CO;2
http://dx.doi.org/10.1002/qj.49709641012


Atmosphere 2019, 10, 442 29 of 29

43. Webb, E.K. Profile Relationships: The Log-Linear Range, and Extension to Strong Stability. Q. J. R. Meteorol.
Soc. 1970, 96, 67–90. [CrossRef]

44. Beljaars, A.C.M. The Parametrization of Surface Fluxes in Large-Scale Models under Free Convection. Q. J.
R. Meteorol. Soc. 1995, 121, 255–270. [CrossRef]

45. Iacono, M.J.; Delamere, J.S.; Mlawer, E.J.; Shephard, M.W.; Clough, S.A.; Collins, W.D. Radiative Forcing
by Long-Lived Greenhouse Gases: Calculations with the AER Radiative Transfer Models. J. Geophys. Res.
Atmos. 2008, 113. [CrossRef]

46. Tewari, M.; Chen, F.; Wang, W.; Dudhia, J.; LeMone, M.A.; Mitchell, K.; Ek, M.; Gayno, G.; Wegiel, J.;
Cuenca, R.H. Implementation and Verification of the Unified NOAH Land Surface Model in the WRF
Model (Formerly Paper Number 17.5). In Proceedings of the 20th Conference on Weather Analysis and
Forecasting/16th Conference on Numerical Weather Prediction, 84th AMS Annual Meeting, Seattle, WA, USA,
10–16 January 2004; Available online: https://ams.confex.com/ams/84Annual/techprogram/paper_69061.htm
(accessed on 20 February 2019).

47. Huffman, G.J.; Bolvin, D.T.; Nelkin, E.J.; Wolff, D.B.; Adler, R.F.; Gu, G.; Hong, Y.; Bowman, K.P.; Stocker, E.F.
The TRMM Multisatellite Precipitation Analysis (TMPA): Quasi-Global, Multiyear, Combined-Sensor
Precipitation Estimates at Fine Scales. J. Hydrometeor. 2007, 8, 38–55. [CrossRef]

48. Funk, C.; Peterson, P.; Landsfeld, M.; Pedreros, D.; Verdin, J.; Shukla, S.; Husak, G.; Rowland, J.; Harrison, L.;
Hoell, A.; et al. The Climate Hazards Infrared Precipitation with Stations—A New Environmental Record
for Monitoring Extremes. Sci. Data 2015. [CrossRef] [PubMed]

49. Houston, J.; Hartley, A.J. The Central Andean West-Slope Rainshadow and Its Potential Contribution to the
Origin of Hyper-Aridity in the Atacama Desert. Int. J. Climatol. 2003, 23, 1453–1464. [CrossRef]

50. Virji, H.; Virji, H. A Preliminary Study of Summertime Tropospheric Circulation Patterns over South America
Estimated from Cloud Winds. Mon. Weather Rev. 1981, 109, 599–610. [CrossRef]

51. Kumar, S.; Silva-Vidal, Y.; Moya-Álvarez, A.S.; Martínez-Castro, D. Effect of the Surface wind flow and
topography on precipitating cloud systems over the Andes and associated Amazon basin: GPM observations.
Atmos. Res. 2019, 225, 193–208. [CrossRef]

52. Straka, J.M. Cloud and Precipitation Microphysics: Principles and Parameterizations; Cambridge University Press:
Cambridge, UK, 2009; 392p.

53. Houze, R.A., Jr. Cloud Dynamics, 2nd ed.; Academic Press: Cambridge, MA, USA, 2014; Volume 104,
ISBN 9780080921464.

54. Lasher-Trapp, S.; Kumar, S.; Moser, D.H.; Blyth, A.M.; French, J.R.; Jacksonc, R.C.; Leon, D.C.; Plummer, D.M.
On Different Microphysical Pathways to Convective Rainfall. J. Appl. Meteorol. Climatol. 2018, 57, 2399–2417.
[CrossRef]

55. Lean, H.W.; Clark, P.A.; Dixon, M.; Roberts, N.M.; Fitch, A.; Forbes, R.; Halliwell, C. Characteristics of
High-Resolution Versions of the Met Office Unified Model for Forecasting Convection over the United
Kingdom. Mon. Weather Rev. 2008, 136, 3408–3424. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1002/qj.49709640708
http://dx.doi.org/10.1002/qj.49712152203
http://dx.doi.org/10.1029/2008JD009944
https://ams.confex.com/ams/84Annual/techprogram/paper_69061.htm
http://dx.doi.org/10.1175/JHM560.1
http://dx.doi.org/10.1038/sdata.2015.66
http://www.ncbi.nlm.nih.gov/pubmed/26646728
http://dx.doi.org/10.1002/joc.938
http://dx.doi.org/10.1175/1520-0493(1981)109&lt;0599:APSOST&gt;2.0.CO;2
http://dx.doi.org/10.1016/j.atmosres.2019.03.027
http://dx.doi.org/10.1175/JAMC-D-18-0041.1
http://dx.doi.org/10.1175/2008MWR2332.1
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	Model and Data 
	Results and Discussion 
	Description of the Rainfall Events and Their Conditions of Development 
	Evolution of Cloud Systems 
	Large Scale Situation 
	Radar Records of the Convective Rainfall Events 

	Simulation of Temperature and Wind Speed 
	Rainfall Characteristics: Simulations and Data 
	Simulation of Averaged Vertical Velocity 
	Simulation of Hydrometeors in the Mantaro Valley and its Surroundings 

	Conclusions 
	References

